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Antichains in ([k]", C)

Definition

A family o C [k|" is called a k-almost disjoint family if for
A# Be o, |ANB| < k. A k-almost disjoint family of size at
least x that is maximal is called a k-mad family.

Observation
If 2<% = K, there is a k-mad family o/ C [k|" of size 2".



The Forcing ([r]", C)

Conditions are subsets of k of size k. Stronger conditions are
subsets. The separative quotient is ([k]"/ =*, C¥).

Here, A C* Bif |A\ B| < &, and
A=*Bif AC* Band B C* A.

Observation
If ([k]", C) collapses 2 to w, then there is a k-mad family </ of

size 2.



The inverse direction

Theorem (Theorem 0.5 in [She07] Sh:861 from 2007)

(1) If there is a k-ad subset of [k]" of size x, and if
Ro < cf(k) = K or if Ry < cf(r) < 2¢1(%) < g, then the
forcing ([k]", C) collapses x to Wg.

(2) Let k be uncountable. If there is a k-ad subset of [k|" of size
X, and of Ny = cf(k) then the forcing ([k]", C) collapses x to
Ny



Club in the tree order, but poor in the successors

Definition

Qy is the following version of k-Miller forcing: Conditions are trees
T C "k that are x superperfect: for each s € T there is s <t
such that t is a k-splitting node of T' (short t € spl(T')). A node

t € T is called a k-splitting node if

osuccy(t) ={i <k : t°(i) € T}

has size . We furthermore require that the limit of an increasing in
the tree order sequence of length less than x of x-splitting nodes is
a k-splitting node if it has length less than .

For p,q € Q. we write ¢ <g, p if ¢ C p. So subtrees are stronger

conditions.



From ([k]", C)-names to trees

Lemma
Suppose that [k]" collapses 2" to w. Then there is a [k]"-name
7: Ng — 2" for a surjection, and there is a labelled tree
T = ((an,ny, 0n) : n € “~(2%)) with the following properties
(a) ay = & and for any n € “~(2"), ay € [k]".
(b) n1 <z implies a,, 2 ay,.
(c) ny € [lg(n) +1,w).
(d) If a € [k]" then there is some n € ¥~ (2") such that a 2 a,,.
(e) fn*(B) €T then a,- gy forces T [ n, = 0,7y for some
o3y € "(2%), such that the 0,5, B € 2%, are pairwise
different. Hence for any n € “~(2%), the family

{ay () + @ < 2%} is a k-ad family in [a,]".



Two types of long fusion sequences

Lemma
Let (vy : o < K<%) be an injective enumeration of k<* such that

Vo dug = a0 < .

Let (P, Vo, Ca = @ < K<%) be a sequence such that for any oo < X the
following holds:

(a) po € Q.
(b1) Ifa =3+ 1< k<" and vg € sp(pg), then
cg € [succm(l/g)]” and
Pa = pp(vs,c8) U{p D1 € gt
UU{pﬁg”) :n A vs Avg A}



Lemma continued

Lemma

(b2) If a =+ 1 < k<" and vg & spl(pg) then po = pg.

(c) pa =(Wps : B < a} for limit a < k<",
Then for any A < k<, py € Q2 and VB3 < ), P <2 Pa-



A slightly stronger descending fusion sequence

By picture. Instead of choosing only cs € [succy, (v5)]"™ we choose
for each v5"i one higher splitting point not necessarily the shortest

one.

Why is the intersection still a Miller condition? At each splitting
point in the sequence that stays, the successor set is shrunken at

most once.



7 and 7 in our Miller trees

Definition

We assume [k]" collapses 2" to w. Let 7 and

T = ((an,ny, 0) : 1 €“7(2")) be as in Lemma. Now let Q 7 be
the set of Q,-trees p such that for every v € spl(p) there is

Npw = My € “7(2%) such that

osuccy(v) ={e € k : V'(e) € p} = ay,.



Translation

Definition

We assume that [k]" collapses 2" to w and the T is as above. For
T € Q7 and a splitting node v of T" we set

OT.w = Onr,, € “7(2"). Recall n7,, is the translation ot .7, and o

is an initial segment of a collapsing function of 7.



Translation

Definition

We assume that [k]" collapses 2" to w and the T is as above. For
T € Q7 and a splitting node v of T" we set

OT.w = Onr,, € “7(2"). Recall n7,, is the translation ot .7, and o

is an initial segment of a collapsing function of 7.

Definition
We assume that [k]" collapses 2" to w. Let n € w.

Dp={peQz : (Vwespl(p))(lglep,) > n)}.



A Q,-name for a collapse

Lemma
We assume that [k]" collapses 2" to w, cf(k) > w and 205=") = 25
Let (T, : o < 2%) enumerate Q, such that each condition appears

2" times. There is ((DasNasYa) @ @ < 2%) such that
(a) no < w,
(b) pa € Dy, and po > Ty.
(c) If B < a and ng > ng, then pg L p,.
(d) Yo = (Yo : v € sPl(pa))-
(e) (Vv € spl(pa))(ay,, . IFk)<s Yo € range(op,.v))-
() Yo € 2%\ Wea, with

Weaw = U{range(gpﬁv,,) : B<a,vesplpg)}



Lemma
We assume that [k]" collapses 2 to w, cf(k) > w and 2(2°") = 2~
Let (T, : o < 2%) enumerate all Miller trees that such each tree

appears 2% times. If ((pa,na) @ « < 2%) are such that
(a) no <w,
(b) pa € Dy, and po > Ty,
(c) if B < o and ng = ny then pg L p,,
(d) for any k € w, {pa : no > k} is dense in Q.

Then there is a Q.-name 1’ for a surjection of w onto 2.



Characterising RO(PP)

Definition
Let B be a Boolean algebra. We write BT = B\ {0}. A subset
D C Bt is called dense if (Vb€ B*)(3d € D)(d <b).

Lemma
[Jec03, Lemma 26.7]. Let (Q, <) be a notion of forcing such that
|Q| = A > Ng and such that Q collapses \ onto X , i.e.,

0g IFg |A| = Ro.

Then RO(Q) = Levy(Ng, A).



Application to ([x]", C) and to Q,

Lemma
If [k]" collapses 2 to N, then [k|" is equivalent of Levy(Rg,2").

[]" has size 2%. Hence Lemma 13 yields RO([x]") = Levy(Ro, 27).
Proposition

If [k]% collapses 2 to Ry, cf(x) > N and and 2(°~") = 25 then Q,
is equivalent to Levy(Rq, 2").



Waiving conditions

Suppose that forcing with [k]" does not collapse 2% (for regular &,
this is equivalent to not having a x-ad family of size 2" in [k]".)
Or suppose that there is such a large ad family, but the density of
our Miller forcing is > 2%.

Then our proofs do not work.

Theorem (Theorem 5.4, 5.6, Baumgartner, Almost disjoint
sets [Bau76])

Assume GCH in the ground model an force with

P(v,0) ={f: 0—2: [dom(f)] <v}

ordered by extension. If Rg < v < k = cf(k) and o > kT, then in
VIG], 2% > k' and there is no k-ad family in [k]" of size k™.



Club x-Miller forcing

Friedman, Zdomskyy [FZ10]. Brendle, Brooke-Taylor, Friedman,

Montoya [BBTFM18]

Definition

Let s be a regular cardinal such that k<" = k. Conditions in the

forcing order Q</"P are trees p C >k with the following additional

properties:

(1)  (Club filter superperfectness) For any s € p there is an
extension t > s in p such that
{a € Kk : t"(a) € p} is club in k. We require that each node
has either only one direct successor or splits into a club.

(2)  (Closure of splitting) For each increasing sequence of length
< k of splitting nodes, the union of the nodes on the

sequence is a splitting node of p as well.



More conditions

The forcing order is ¢ is stronger than p iff ¢ C p.
We remark that clauses (1) and (2) imply:

3) For every increasing sequence (t; : i < \) of length A < k of
g g
nodes t; € p € QY"P we have that the limit of the sequence
U{t: : i < A} is also a node in p.



A version of <,

Assume that k<" is enumerated by (1, : o < k).

Definition
We define <, slightly differently from Friedman and Zdomskyy
[FZ10, Def. 2.2], so that the premise k<" = k suffices.

For a < K we let
spla(p) = {t € spl(p) : otp({s St : s €spl(p)}) < a}
and
cla(p) :=={s€p: It espl(p)s CtA (3B < a)(s=mng)}.

We let p <, q if p < ¢ and cln(p) = cla(q).



Fusion

Note | cly(p)| < |af + Ro < &.

Lemma

Then (qub, (<a)a<x) fulfils the fusion lemma.

However, in iterations the diamond or Shelah’s DI is used in limit

steps.



Preserving kKt

Definition

Let Q be a forcing order and let A be a cardinal. Ax(Q, < A) is the
statement For any set D of size < A of dense sets in Q there is a
filter G C Q such that (VD € D)(GN D #0).

Theorem

Suppose that kK > w, K< = k.

(1) Ax(Q9P < kT+) and 2% = kT is consistent relative to
ZFC.

(2) Ax(QUP) < k*+) implies that forcing with Q<" does not

collapse k7.



A parallel Petr Simon's result for Sacks

Theorem
Suppose

(a) K =K<">w and
(b) for every set F' C "k of size < 2" there is an eventually
different k real g, i.e., an g € "k such that

(Vf € F)(Fao € ) (Vo = o) (f(a) # g(e))-

Then Q"M and also Sacks forcing collapses 2" to b,..



A scale

Definition
Let x < A and let 6 be a sequence of ordinals. We write Bpng if
the following holds:

(a) k is strongly inaccessible.

(b) = (0. : € < k) is an increasing sequence of regular
cardinals in (21, k).

(c) 2F =\

(d) et (T e <) = A



Getting eventually different reals

Theorem

(1) Assume that k is a strongly inaccessible cardinal, and that
A = A\ =cf(\). Then there is P, a (< k)-complete k™ -cc
notion of forcing such that in P forces: There is 0 with &, , 5.

(2) If @, 4 then condition (b) of the previous Theorem holds the
forcing Q'"P collapses 2 to b, = k™.



The effect of k<"

Theorem
Ifcf(k) =k = AT and k > 01T, and k¥ > K, then Q"M collapses
kY to k.

Work is from preprints [MS18] [MS19]



Guessing devices in ZFC

By [Sh:351] for AT = & there is a sequence C' and there are T', S;,
1 < A with the following properties:

(1) T={a €k : cf(a) <06},

(2) T is the union of stationary sets S;, ¢ < A, that have the
following square property:

(3) Thereis C* = (C? : a € S;),

(4) C is a closed subset of o, not necessarily cofinal in a,

however, if o is a limit ordinal, then C’g is cofinal in «,
C! CTNaandotp(Ch) <6,

(5) for a € S;, for any B € C%, then 3 € S; and Cé =C! Ng.
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The last slide

Thank you!



